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Volumetric rendering speaks volumes for data 20 orders of magnitude
apart—from human anatomy to neuroanatomy, and from electrostatic
charges of macromolecules to failure analysis of manufactured parts.

KAREN A. FRENKEL

A young man in his late twenties suffered a crushed
pelvis in an auto accident. His orthopedists said that
the fracture was too complicated to operate on and
elected to treat him conservatively; he would be

in traction for a few months. The doctors were cer-
tain that the young man would be permanently
crippled.

Luckily, the man’s father, also a physician, knew of
research in 3-D rendering of computed tomography
(CT) scan data. He sent his son’s CT scan studies to the
researchers, a radiologist, an orthopedic surgeon, and a
computer graphics expert, who studied the volumetric
rendering of the pelvis that was created with specially
designed hardware and software. Able to see it from all
angles, they determined the extent of the fracture and
the locations of several key fragments. The pelvis was
operable and the next day, the surgeon set the frag-
ments. Three months later the patient returned for a
check up and demonstrated full-range hip motion.

This case coupled great medicine and great computer
science. The technique of volume rendering changed
the course of treatment by providing the physicians
with more data. This data ultimately gave them the
confidence to operate and thereby improved the pa-
tient’s quality of life. While volume rendering helped
manage the medical complexities, this case also repre-
sents departures from tradition for both disciplines.

In the medical realm, radiologist Elliot K. Fishman,
Director of Computed Body Tomography at Johns
Hopkins University, has been pioneering volume ren-
derings of CT (also known as computerized axial
tomography) data for three years. But not all radiolo-
gists, whose fundamental training involves interpreting
two-dimensional data into three dimensions, have em-
braced this new technique. Many are concerned that
computer-generated artifacts and pseudo-color can lead
to misdiagnoses. Widespread use and acceptance of vol-
ume rendering has also been hindered by competing
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scanner vendors who have kept their data formats pro-
prietary. This has forced those on the computer graph-
ics end to reverse engineer tapes of data to uncover the
formats. On the other hand, surgeons can benefit from
the precision that volume rendered CT and magnetic
resonance imaging (MRI) can yield.

On the computer graphics side, Bob Drebin and his
colleagues at Pixar have departed from tradition by
abandoning surface rendering, which has its foundations
in geometry based modeling. They maintain that volu-
metric data should not be skimmed to yield only sur-
face renderings. They have developed new algorithms
that take full advantage of 3-D arrays of data, rather
than just using the surface data found in such arrays.
Their approach also reflects the early computer graph-
ics dilemma over slowly generated, photorealistic
graphics versus fast, less detailed image processing.

With the imaging and graphics application market
expected to reach $1.6 billion by 1990, according to
Dataquest, several graphics and medical imaging ven-
dors are merging or teaming up on large projects. In
1987, Sun Microsystems, Inc. bought Trancept Systems,
Inc. to form a graphics accelerator division in Research
Triangle Park, North Carolina, where the TAAC-1 add-
on for Suns was developed. Also that year, Philips Med-
ical Systems, Inc., in Shelton, Connecticut, formed a
partnership with Cemax, Inc. in Santa Clara, California,
and Island Graphics and Pixar, both in San Rafael, Cali-
fornia, to launch Project Pegasus. Fifteen medical cen-
ters (including Johns Hopkins) are exploring different
challenges in medical imaging, evaluating equipment,
and helping Philips develop hardware and software.
Another project, named for the Renaissance artist
Leonardo da Vinci, is a database of the entire human
body on a Cyber 910. A joint effort of Control Data and
the University of Illinois, Chicago, the project integrates
the activities of medical illustrators, anatomists, radiol-
ogists, and biomedical engineers. Some researchers, like
Craig Upson of Stellar Computer, Inc., in Newton,
Massachussetts, say that volume rendering is doing for
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Loren Carpenter, and Pat Hanrahan developed the “ma-
terial mixture” model, whereby materials are repre-
sented as adjacent to each other and/or mixing with
each other.

The quest for the algorithm that finally helped Fish-
man visualize the fractured pelvis actually began with
another set of broken bones. In 1984, when Drebin
came as a programmer to what is now Pixar, it was still
a division of Lucasfilm Ltd., handling special effects
and the Pixar processor was still in the design phase.
Just as the company was beginning to market the Pixar
Image Computer outside the film industry, Drebin
broke his arm. With his arm in a sling, he was unable
to program, so he joined the team that was identifying
potential markets for the machine. They landed at
Siemens, where the medical imaging group was dis-
satisfied with its 3-D imaging results. Siemens’ re-
searchers gave Pixar a tape that originated with Fish-
man. The images were unsatisfactory, Drebin felt, be-
cause the users were trying to fit the data into available
systems. “The problem seemed to be that people were
trying to extract a geometric model from their data so

I'm going to teach radiologists to love
voxels.—Nick England at SIGGRAPH ‘88

that they could use a traditional renderer,” he says. But
the geometric model “didn’t do justice to the subtlety of
the image data.” For example, the resolution of 48 CT
slices was too low to reveal details of porous bone. “The
way it was sampled, the porous bone appeared fuzzy,”
Drebin explains, “It was not a very distinct, sharp re-
gion. So it’s difficult to extract geometry and it’s not
always possible.”

Until now, most techniques for visualizing volumes
have relied on displaying surfaces by reducing volume
arrays to the boundaries between materials. Instead of
working with pixels, arrays of voxels are created. Some
researchers have manually traced two-dimensional
contours from individual slices and then used graphics
systems to connect them and form triangle strips or
surface patches, but problems arise if the distance be-
tween the sections is large relative to the size of the
voxels. Other surface techniques output polygons at
every voxel; each voxel might be treated as a cube
whose faces are output as square polygons, or values at
each vertex are used and estimates made of where a
surface cuts through the cube.

Because these techniques extract surface information
from 3-D arrays, they are an indirect way of visualizing
volumes. They assume that a thin surface, suspended
in air, accurately represents the original volume, but
often data are taken from volumes containing fluids
and tissues that interface and form local mixes. They
absorb and emit light differently, information which is
lost if the data are reduced to shell-like surfaces. “We
have a three-dimensional data set and we’d like to see
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into that three-dimensional data set,” says Drebin, “So
let’s treat it as a three-dimensional image.” To preserve
the continuity of the 3-D data and see the exterior,
interior, and local variations in that interior, Drebin
developed a display process consisting of three steps:
classification, modeling, and rendering. Classification
assigns percentages of materials contained in each
voxel. The result is not an all-or-none decision, but a
best estimate of how much of a material is present in a
voxel. The information from this probabilistic classifier
is stored fractionally, not in binary, because binary rep-
resentation disrupts the continuity of the data.

In the modeling and rendering steps, the material
mixture model is represented by assigned colors and
opacity. Boundaries occur when there is a local change
between densities, so in a sense, surfaces can be ex-
tracted. The change in densities, or gradient, is used to
estimate the surface strength, or amount of surface
present. Later, that information is used for shading. Per-
spective on an image is provided by lighting a model in
such a way that light can be reflected, absorbed, and
emitted.

Because volumetric renderings are done for color im-
ages, red, green, and blue data can be computed by
three channels in parallel. When rotating a volume, for
example, operations for each set are done simultane-
ously. A fourth parallel channel, the alpha channel,
handles opacity, compositing, overlays, anti-aliasing,
and matting. Originally developed for creating special
effects, matting is the technique responsible for space
ships zooming past celestial bodies, as seen in Star Wars.
In this application, it enables a viewer to peel away
layers by performing cut-aways, or to remove regions if
the data is unreliable or uninteresting.

A DIAGNOSTIC TOOL?

In case of artifacts, Drebin says working with per-
centages of materials in a mixture allows noise to ap-
pear as noise in an image, whereas geometric modeling
does not allow noise to be directly modeled. Since it is
identifiable, he says it is a big step toward getting rid of
most artifacts. Others are not as optimistic about false
details. Henry Rusinik, who works on the Pegasus Proj-
ect site at New York University Medical Center, says,
“We don’t claim to be able to do a diagnosis yet. False
positives are very important if you want to claim
whether or not a person is sick. I don’t know of any-
body who can claim that 3-D is better than 2-D for
diagnosis. . . . Eventually it will be, but not in the next
10 years.”

Looking back on the successful treatment of the man
with a crushed pelvis, Drebin remembers a videotape
made two months after surgery. “It’s amazing to see this
man, with all the pins they put in, walking on a plat-
form without a limp and doing deep knee bends.” He
says orthopedic surgeons at Johns Hopkins now regu-
larly ask for “a Pixar” to be done. Over 2,000 studies
have been performed so far. Also interested in chemo-
therapy for cancer patients, particularly radiation dose
planning, Drebin explored how particles would scatter
in a child’s brain. Planning is now done on CT scans
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that object to use the distributed computing environ-
ment to spawn out copies of the ray tracer on multiple
nodes in parallel.”

One object-oriented graphics application interface is
Ardent’s Doré® (Dynamic Object-Oriented Environ-
ment), which was written to accommodate the Ardent
mini-supercomputer’s closely coupled computational
and graphics data architecture. To satisfy that kind of
abstraction, it is built at the macro level, so that primi-
tives, attributes, views, and devices are objects. The
user does not have to understand rendering, know
where the processing is occurring, what decomposition
of geometry is being performed at a lower level, or
what attribute assignment mechanisms are in use. In-
stead of saying how to render an image, Doré directs
different renderers, like Pixar’s RenderMan®, to obtain
the best output for the devices being used. Doré is also
extensible, so you can, as Ardent did, take a photo-
graph of Yosemite Valley, map it onto a three-dimen-
sional height field, make a mesh of triangles, color
them and then rotate them in real time. Then you
could add those primitives to Doré and reuse them.
Programmed in Standard C, Doreé is portable to other
systems.

LINKING CAD AND VOLUMETRIC DATABASES

In the nondestructive testing field, engineers are saving
money by using volumetric data to analyze and inspect
parts and to compare them to the idealized versions
that they designed. Donald Jones, Director of Engineer-
ing Animation and Visualization at Failure Analysis
Associates, Inc.® in Palo Alto, California, has used CT,
MRYI, and ultrasonic data to check dimensions, and
eddy current data to measure conductivity. In the past,
Jones was able to look at only a subset of data after
preprocessing, like polygons that then had to be inter-
polated; now he can look at all the raw data. Occasion-
ally, preprocessing causes inspectors to miss minor de-
fects, but with volume rendering, “they don't have to
throw [any data] away.” Since industrial CT can take
far more slices than can be taken from humans (who
cannot be exposed to the radiation as long), the resolu-
tion is considerably finer: 5 mil (1 mil = 0.001 inch; or
1 pixel is about equal to 5 mil) compared to between
40 mil and 50 mil for humans. Jones, a Pixar user,
performs both surface extraction and assigns transpar-
ency to voxels because sometimes they are interested
in the form and shape inside a container. Putty inside a
part will have its own form, for example. Since differ-
ent types of materials adhere differently to surfaces,
that has to be taken into account if the material and the
part are processed together.

Jones emphasizes the interface between his inspec-
tion and CAD databases. “Now that we can reconstruct,
three-dimensionally the actual part, not an idealized
part, we can take the CAD database that the designer
has used, and look at that data to cross check whether
our part is dimensionally tolerant.” Explains Jones, “We
take an existing finite element model and look at our
CT and then warp or scale the finite element model to

Communications of the ACM

match the CT model. Now we have an exact model and
can run an analysis on that and see if it will fail, based
on the mathematical geometric properties of that par-
ticular part.” If it is far off, they reject it. But if it is just
out of tolerance, they can store it and wait until an
accompanying part appears with compatible tolerances.
This can lead to tremendous savings. Says Jones, “These
parts are not cheap. They’re the cost of a couple of
California houses—$300,000 each. You don’t want to
just throw them away if you don’t have to.” Eventually,
Jones hopes to automate his inspection system with
neural networks that will look at patterns of defects
and decide what to do with defective parts.

MOTION AND PHOTOREALISM VERSUS FAST
IMAGE PROCESSING

Volumetric images offer the most information when
they are seen moving on the screen. Argiro says rotat-
ing an image on the screen is essential to the perception
value of the computer graphics. “A lot of the brain
deals with perception of motion,” says Argiro, “and if
you have a static picture on the screen there’s a whole
part of the brain that just goes to sleep. As soon as

It's computer graphics on the one hand,
but it's image processing on the other.
You're dealing with real data about real
structures. These are not synthesized
pictures that just come out of a
mathematical equation.—Vincent Argiro

something moves on the screen a whole part of the
brain wakes up.” According to Argiro, interacting with
a moving image is “SGI's angle.” “Let’s make [the
visualization tool] interactive, and then we’ll tune the
quality and photorealism up.” As the technology ad-
vances, he says, SGI will “make the pictures prettier
and prettier and prettier, but without sacrificing inter-
activity. [The technology will get to] the point where
one could make photorealistic pictures in real time, but
one still wants the real time response.”

At Pixar, the philosophy is different. On the photo-
realism/fast image processing spectrum, Drebin himself
leans toward photorealism, but says Pixar falls some-
where in the middle. “If you can approach realism,
then you can back off again,” he says, preferring to
provide a superset of information first. “Then you have
much more control over the abstract way of represent-
ing information. That’s one way we differ significantly
from other approaches.”

Although Drebin agrees that the next quantum leap
in volume rendering will come when very high quality
images are produced in real time, much is still not
understood: “We're getting a lot closer to understanding
why images come out the way they do, but because you
don’t know the data you’re working with, it sometimes

April 1989 Volume 32 Number 4



is harder to control than when you’re working with a
geometric model where you chose where the type of
light, your depth of field, the surface color, and the
surface texture. With volume rendering you don’t quite
have that control yet. One of the big challenges is to get
volume rendering to the point where you have all the
controls you have in traditional rendering, so that you
can predictably say, ‘I want the bone to have this sur-
face characteristic, with the proper reflections, the
proper roughness.” One [end of the spectrum] is getting
closer to traditional rendering, or getting closer to real-
ism. And the other side is just making the environment
in which it is possible to process that data much faster.’
Olson believes that photorealism and merely inter-
pretable images will converge. “You need data from
both ends,” he says. “Different types of people are ori-
ented towards different things. I'm visually oriented. A
lot of people say ‘Why bother taking pictures when
really the constructs are in your mind?’ But, to me and
to a lot of other people, things become much more real

i
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and concrete when you can have a view, a vision, of
what they are. I'm not saying it’s necessary for every
scientist to look at things in this way, but I know it’s
necessary for a lot of scientists.” And a “spin-off” bene-
fit is that it helps convey scientific principles to cthers:
“It’s important in terms of communicating some of the
science to other people.”
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